A Dilemma in Assessing Stability of Feature Selection Algorithms
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Abstract—In realm, feature selection is an effective means for handling high-dimensional data that becomes increasingly abundant. The stability of a feature selection algorithm is becoming crucial for determining the fitness of the algorithm. Below, we review existing methods of stability assessment and analyze how they assess the stability of a feature selection algorithm. A common approach is to evaluate the similarity between the selected subsets of features produced by that algorithm over different training samples or over distributed datasets. We point out challenges facing the existing evaluation methods and suggest how to improve stability assessment of feature selection algorithms.
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I. INTRODUCTION

The rapid development of high-throughput technologies has greatly advanced researchers’ capability for collecting data enabling them to solve problems which were inextricable in the past. In the process of data mining and machine learning, high dimensional data sets accumulate and challenge existing learning techniques [17]. Given a data set of very high dimensionality the performance of existing learning algorithms usually degenerates in accuracy, efficiency and model interpretability. The problem is known as the “curse of dimensionality” [1], and to address the problem, feature selection techniques have been developed to reduce dimensionality by selecting relevant original features, and eliminating the irrelevant and redundant ones [16, 9]. In the last three decades, a large number of feature selection algorithms has been developed, and feature selection techniques have been successfully applied in various domains, including bioinformatics [21], pattern recognition [14], text mining [7], and so on. The high volume of existing feature selection approaches necessitates effective evaluation techniques to compare algorithms, so that proper ones can be chosen to serve the users’ requirements. In most of the work, two major criteria are considered: accuracy and efficiency [24, 9, 18, 15, 21, 10]. In recent years, researchers gradually realized that stability is also crucial factor for evaluating feature selection algorithms [11, 12]. For instance, in genetic analysis, given data sets generated from different experiments on the same cancer cell line, researchers expect a feature selection algorithm to select similar gene sets. And any inconsistent results may cause confusion, lowering researchers’ confidence on the biological relevance of selected genes [2]. Another example is in case of distributed datasets where the algorithm should produce robust results across these distributed data. Recently, stability assessment has received much attention and has become a fast-growing area in feature selection research.

Stability of a feature selection algorithm refers to the insensitivity of an algorithm to various data perturbations, which are usually caused by noise. The existence of noise is ubiquitous; therefore, a good feature selection algorithm should be robust to noise, and can return stable results, obtaining only relevant features. Given two sample sets generated by perturbing the original data, the stability of a feature selection algorithm can be measured by evaluating the similarity of the feature lists obtained by applying the algorithm on the two sample sets [11]. Fig. 1 shows a representative process for feature selection stability assessment that contains four key steps. (1) Given a data set \( X \), one first generates \( l \) sample sets, \( X = \{X_1, \ldots, X_l\} \), either by random sampling or \( l \)-fold cross-validation. (2) A feature selection algorithm is applied to each sample set and selects features that result in \( l \) feature lists, \( R = \{R_1, \ldots, R_l\} \). (3) Various similarity measures are applied to evaluate the pairwise similarity between the obtained features lists, which results in a similarity matrix \( S \). (4) The final stability estimation is computed by averaging overall obtained pairwise similarity. Among the four steps, step (3) is the pivot component of the process. And currently, most existing work on feature selection stability assessment is devoted to designing effective measurements to evaluate the similarity of two given feature lists [13, 2, 20, 22].

Unlike most existing work, in this paper, we focus on step (2) of the process, and study how to generate sample sets in a sensible way, so that the thereafter steps of the process can produce meaningful results. The motivation of this work can be shown by the following example. Assume the original data is \( X \). And based on \( X \), we generate two data sets \( X_1 \) and \( X_2 \). Among the two newly generated data sets, \( X_1 \) is very similar to \( X \), while \( X_2 \) is very different to \( X \). Given a feature selection algorithm \( f(\cdot) \), whose stability is unknown, we can apply the algorithm on \( X, X_1 \) and \( X_2 \), generating three feature lists \( R, R_1 \) and \( R_2 \). Let \(< \cdot > \) be...
Figure 1. The process for assessing the stability of a feature selection algorithm.

In this paper we urge the importance of considering data variance in the process of feature selection stability assessment. The remaining content of the paper is organized as follows. In Section 2, we review related work. In Section 3, we develop effective methods to measure and control the variance of the samples sets generated for stability assessment. We discuss our extensive experiments in Section 4. Finally, draw conclusion in Section 5.

II. RELATED WORK

Most existing work for feature selection stability assessment focuses on designing effective measurements to evaluate the similarity of two given feature lists. In general, different similarity measurements fall into four categories: index based methods, weight based methods, rank based methods, and feature similarity based methods [12, 25]. In [12], three measurements are used to measure the similarity between two feature lists, which include Jaccard index, Pearson’s correlation, and Spearman’s correlation. The formulations for the three measurements are defined as below:

\[ S_J(R_i, R_j) = \frac{|R_i \cap R_j|}{|R_i \cup R_j|}, \]

\[ S_P(R_i, R_j) = \frac{\sum_k (w_{k,R_i} - \mu_{w,R_i})(w_{k,R_j} - \mu_{w,R_j})}{\sqrt{\sum_k (w_{k,R_i} - \mu_{w,R_i})^2 \sum_k (w_{k,R_j} - \mu_{w,R_j})^2}}, \]

\[ S_S(R_i, R_j) = 1 - 6 \sum_k \frac{(r_{k,R_i} - r_{k,R_j})^2}{m(m^2 - 1)}, \]

In the above equations, \( R_i \) and \( R_j \) are the two feature lists, \( S_J, S_P, \) and \( S_S \) are similarity measures derived from the Jaccard index, Pearson’s correlation and Spearman correlation, respectively. \( w_{k,R_i} \) denotes the feature weight of the \( k \)-th feature in feature list \( R_i \), \( \mu_{w,R_i} \) denotes the feature weight mean of the features in \( R_i \), \( r_{k,R_i} \) denotes the rank of the \( k \)-th feature in feature list \( R_i \), and \( m \) is the total number of features. Among the three measurements, the Jaccard index
deals with an index of selected features, and is an index based method. The other two deal with a feature’s weight and rank, and are weight-based and rank-based methods, respectively. Jaccard index, aims to evaluate the amount of overlap between two set of feature indices, while Pearson’s and Spearman’s correlations aim to measure the consistency of weights or ranks of the features in the two lists. When \( l \) feature lists are given, the stability of a feature selection algorithm can be inferred from all feature list similarities via the following equation:

\[
S_{(j,p,s)}(\mathcal{R}) = \frac{2}{l(l-1)} \sum_{i=1}^{l-1} \sum_{j=i+1}^{l} S_{(j,p,s)}(R_i, R_j)
\]

In [6], the authors propose average normal hamming distance (ANHD) to assess stability. Similar to Jaccard index, ANHD evaluates stability based on the indices of the selected features. In [22], the authors proposed the consistency family measurements, which aim to evaluate the stability by considering the frequency of the features in the feature lists. Other index based similarity measurements, such as Dice-Sorensen’s index and Tanimoto distance metric, have also been used to evaluate the similarity of two feature lists [26, 20]. Feature similarity based methods have also been developed by researchers. In [25, 8, 19], Symmetrical Uncertainty (SU) is used to evaluate the similarity of features in the two feature lists and has been reported to be effective for evaluating feature list similarity. Current approaches do not consider data variance when assessing feature selection stability, and this may cause serious problems, when data variance is big. In the next section, we develop effective methods to measure and control the variance of the sampled data. This ensures that sensible results can be generated from existing stability measurements.

III. THE DILEMMA OF STABILITY ASSESSMENT

As we described in section II, current stability measurements do not consider the influence of the variance on the results. In this paper, we first demonstrate the influence of the variance of the training datasets on the stability results by conducting an experiment using two extreme cases. The first scenario is the typical process of assessing stability that existing methods perform. We start by randomly sampling \( l = 10 \) different training datasets, \( \mathcal{X}_1 = \{X_{11}, \ldots, X_{1l}\} \), from the original dataset \( \mathcal{X} \), where each subsample is \( 25\% \) of the total number of samples \( m \) in \( \mathcal{X} \). We use 5 different datasets that vary in the number of samples \( m \) in dimensionality \( n \); see Table I. Next, we run the algorithm \( f(\cdot) \) on \( \mathcal{X}_1 \) which will generate \( l \) different results, \( R \). Finally, we assess stability using Jaccard index exactly as current methodology does. The second scenario is created by generating \( l = 10 \) training samples \( \mathcal{X}_2 \). In contrast to the first scenario, \( \mathcal{X}_{21}, \ldots, X_{2l} \) are exactly the same. In other words, we randomly sample \( 25\% \) of \( m \) and duplicate this subsample \( l \) times. Then, we similarly run the same algorithm \( f(\cdot) \) on \( \mathcal{X}_2 \) as we did in the first scenario. To summarize these two scenarios, we first assumed that the datasets suffer from very huge variation between the data samples, while in the second scenario, we assumed that there is no variance between the datasets at all.

Five well-known feature selection algorithms are used in this experiment to demonstrate the consistency of the drawn conclusion. These algorithms are: ReliefF [23], ChiSquared [23], Information Gain [4], Fisher [5], and L1SVM [3]. An important question at this stage should be: which of these two scenarios’ stability results should be the ground truth stability of the algorithm? In other words, there will be, for sure, two different stability results \( S_{(j)}(\mathcal{R}_1) \) and \( S_{(j)}(\mathcal{R}_2) \) corresponding to the first and second scenarios, respectively. Which should we consider to be the stability of the algorithm \( f(\cdot) \)?

Figure 2 illustrates the stability of the above scenarios. \( S_{(j)}(\mathcal{R}_1) \) is represented as \( \alpha = 1 \) and \( S_{(j)}(\mathcal{R}_2) \) as \( \alpha = 0 \). As a result of the huge variance in the training samples in the first scenario, we obtained small stability in all algorithms and across different datasets with no exceptions. On the other hand, we got completely stable results in the second scenario, which means that all the generated results are always the same. Although this is an intuitive result, it provides strong evidence for the influence of the variance of the dataset on the stability results.

As a result, we can see that current measuring methods provide the assessment results that are heavily influenced by the sample variance. Now, we would like to establish the relationship between the stability measure and data variance.

A. The Impact of the Perturbation in \( \mathcal{X} \) on the Stability

As we empirically prove in Section III, the results of current stability assessment methods reflect the variance of the dataset, not the exact stability of the algorithm. Here, we go further in investigating the impact of the variance by controlling the difference between the training samples \( \mathcal{X} = \{X_1, \ldots, X_l\} \). We apply different amounts of perturbation \( \alpha = \{10, 20, 30, 40, 90\} \% \) into \( \mathcal{X} \). In order to do this, we randomly sample \( X_1 \) from the original dataset \( \mathcal{X} \). Then, we generate \( X_2, \ldots, X_l \) by perturbing \( \alpha \% \) of the number of samples of \( X_1 \). So, there are at least \( 1 - \alpha \% \) out of the total number of data samples are the same in \( X_1 \)

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Number of Samples ( m )</th>
<th>Dimensionality ( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLL-SUB</td>
<td>111</td>
<td>11340</td>
</tr>
<tr>
<td>GLA-BRA</td>
<td>180</td>
<td>49151</td>
</tr>
<tr>
<td>TOX</td>
<td>171</td>
<td>5748</td>
</tr>
<tr>
<td>OLT</td>
<td>85</td>
<td>22283</td>
</tr>
<tr>
<td>PRO-CAN</td>
<td>171</td>
<td>11302</td>
</tr>
</tbody>
</table>
other words, it shows the relation between the repeatability, stability results on the variation of the training samples. In this experiment, we selected 1% of the number of relevant features. It shows the decreasing trend of the stability as \( \alpha \) increases.

![Figure 2](image2.png) Stability \( S(J)(\mathcal{R}) \) of the five methods across different datasets with two extreme cases in terms of the training samples’s similarity where \( \alpha = 1 \) is the first scenario and \( \alpha = 0 \) is the second scenario.

![Figure 3](image3.png) The stability using different amount of perturbation \( \alpha \). It shows the decreasing trend of the stability as \( \alpha \) increases.

![Figure 4](image4.png) (a) The stability \( S(J)(\mathcal{R}) \) of the algorithms using existing approach. (b) The pairwise similarity between training samples \( S_X \), the red line, compared with \( S(J)(\mathcal{R}) \), the marks, where \( S_X \) is the threshold that classifies the algorithm as either stable or not.

through \( X_I \). Figure 3 shows the stability of each algorithm across the datasets, and it clearly tends to be higher with less amount of perturbation. In this experiment, we selected 1% of the original number of features in order to get a reasonable number of relevant features.

These empirical results suggest the dependency of the stability results on the variation of the training samples. In other words, it shows the relation between the repeatability, i.e. the stability \( S(J)(\mathcal{R}) \), of the results \( \mathcal{R} \) and the similarity between the training samples \( S_X \). We found that \( S(J)(\mathcal{R}) \) is higher when \( \alpha \) is smaller. Hence, by taking the similarity of the data samples into account, we can mitigate the effect of the data samples in the assessment of stability. This proposed methodology helps to justify and to understand the stability results.

IV. RANKING VS. CLASSIFICATION

After we demonstrate the influence of dataset variance on the stability results in Section III, we find that existing stability measures cannot assess the exact stability of a given algorithm without considering factors that influence the result. In fact, current methods do not assess stability, but they can only rank the algorithms according to the repeatability of the results. For illustration, Figure 4(a) shows the stability using the Jaccard index for ChiSquare, ReliefF, Information Gain, Fisher, and L1SVM. These results can only rank the algorithms according to their stability. For example, we can infer from Figure 4(a) that L1SVM is the most stable, and Fisher is the second, and so on. However, we cannot tell whether they are, in fact, stable or not since we have no clue about the variation or the similarity between training...
samples. For instance, the training samples might be very similar to each other, thus, we cannot classify the algorithm as stable, owing to the fact that the cause of stability could be the small variation in the dataset. Furthermore, the training samples might be very dissimilar. Thus, we cannot classify the algorithm to be unstable as well. Similar to the first case, the instability might be caused by the huge variation in the dataset, and as a sequence, algorithms should not be expected to generate similar results. This example shows us the necessity of evaluating the similarity between training samples, in order to be able to classify the algorithms as stable or unstable.

In order to infer whether a given algorithm is stable, we need first to consider an important factor, which is the average pairwise similarity between the training samples. Thus, we need first to find an appropriate method to evaluate this similarity. Assume we are given \( X \) contains two folds \( X_1 \) and \( X_2 \), and let \( X_{1c} \) and \( X_{2c} \) be the \( r^{th} \) and the \( k^{th} \) data point that belongs to the class \( c \) in \( X_1 \) and \( X_2 \) respectively. Then the average distance \( Sim(X_{1c}, X_{2c}) \) between the samples in \( X_1 \) and \( X_2 \) that belong to class \( c \) is given by:

\[
Sim(X_{1c}, X_{2c}) = \frac{1}{|X_{1c}||X_{2c}|} \sum_{r=1}^{X_{1c}} \sum_{k=1}^{X_{2c}} ||X_{1c} - X_{2c}||
\]

and the average pairwise similarity, \( S_X \), between \( l \)-folds in \( X \) is given by:

\[
S_X = \frac{2}{l(l-1)} \sum_{i=1}^{l-1} \sum_{j=i+1}^{l} \frac{1}{|C_{i,j}|} \sum_{c \in C_{i,j}} Sim(X_{ic}, X_{jc}),
\]

where \( C_{i,j} \) is the intersection between the classes in \( X_i \) and \( X_j \) and \(|C_{i,j}|\) is the cardinality of \( C_{i,j} \). By evaluating the similarity of the training samples and the similarity of the results, we can tell whether a given algorithm is stable or not.

We propose a novel approach that could simply compare the similarity of the training samples and the similarity of the results. To prove that current stability assessment methodology can be investigated independently. For example, it was shown in [12] that the stability measures can increase proportionally with the number of selected features. However, this kind of influence can be mitigated by a good estimation of \( k \) relevant features. As (author?) found, the increase of the stability that associated with the increase of \( k \) is mainly due to a large number of selected features that are irrelevant to the learning problem. In other words, choosing features with weight \( w = 0 \) to evaluate the stability is going to give higher stability since the features are added to the selected list by their sequential order. As a result of our experiment, we notice that the number of features that have \( w \geq 0 \) happened to be around 1% of the dimensionality. Thus, we selected 1% of features to alleviate the influence \( k \) has on the results.

Future work is to develop a feature selection method that improves selection robustness by reducing the data variance across different distributed datasets.

### VI. Conclusion

In this paper, we demonstrated the dilemma of evaluating the stability of feature selection algorithms. We empirically prove that current stability assessment methodology can be heavily influenced by the variance of data samples. Therefore, the existing methods can only compare between the feature selection algorithms and rank them using stability values and cannot tell if an algorithm is stable or not, in presence of data variance. We proposed to take the training samples’ similarity into account when assessing the stability. Thus, we could easily determine that the algorithm is stable or not by comparing the stability of the results with the similarity of the dataset. The stability assessment results given by our method show that some algorithms that were considered stable are actually not stable. To the best of our knowledge, this is the first work that considers the influence of the dataset variation in assessing the stability of feature selection algorithms and can provide an objective stability
assessment in critical data mining and machine learning applications.
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